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Eecutive Overview

. ! This report covers the period from April to October 1983 on contract No.
<Nootrug-C-o107. A few of the highlights of this report follow.

ln our architecture research a 41.000 transistor second generation 32 bit
processor, which demonstrates the advantages of the reduced instruction set
concept, has been successfully fabricated and tested. In addition a 46.000
transistor instruction cache was also found to be fully operational and it incor-
porated a new redundancy idea that tripled the yield. A new cad tool. a timing
verifier called Crystal, was found to be extremely useful as it detected potential
performance mistakes during the design process.

In the computer aids for design and layout research. 85 copies of the new
tools tape have been distributed to university and industrial labs in the U.S.
This tape contains about 25 programs. including several new programs (Lyra.
Crystal. Peg and Tpack). A new improved version of the Waveform-Relaxation
based simulator has been developed which utilizes new techniques to speed up
convergence and for error control. A new algorithm called BLOSSOM has been
developed, which can exploit the parallelism of VLSI for the solution of large-
scale linear systems of algebraic equations. q.ha- -

The circuitry contained on one Multibus catdas been developed to be able
to recognize up to 1000 words of speech in real time. This board will have the
equivalent of 116 MIPS of von Neumann equivalent operations. The algorithm
uses dynamic time warping, which is the most successful of techniques at thistime. The board has sufficient dexiblity to allow considerable algorithrmic

enhancements, which should make it extremely useful for further developmentsin speech recognition research. The board uses two custom circuits. one of
which was designed fully automatically from a high level description requiring nolayout from the algorithm developer.

Models have been developed which explain the operation of transistors
which have been scaled to near the ultimate limits in oxide thickness. The relia-
bility of these devices has been investigated as well as performance degradation
from hot and tunneling electrons.
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1. L Tsing Swood Aweratioa NBC. (D. PAtsUG10)

Mhe RISC 11 processor and the instruction cache chip have been received
from fabrication and have been tested.

RISC 11[], a 32-bit NMOS microprocessor using 41,000 transistors, is an
Improved versiots of the RISC I uhip. It in 25X tnaller thi its predeuasmor tveu
though It has 75X more registers using the same design rules. The sharing of
the bit lines for Teading and writing, which made this size reduction possible,
required, however, an extra pipe stage plus operand forwarding circuits.

Like RISC 1. RISC IM worked on the first silicon. This time. however, the per-
formance was close to what we predicted in part because of careful design and
exctensivel Spice simulation of critical data-li.h delaym, and In part because of
Crystal a timing verifierzieveloped by John Oustrhout. Crystal was used to find
the Utn uiUmd puath tai to verity that the low rag4lr parts of Um ulmuity(e.g. control) were matched In speed to the highly optimized data path. The

predicted RISC 11 cycle time (Le. execution of a register-to-register instruction)
was 48 nsec. In the lab RISC 11 chips run at 500 ns per instruction (VDD=V.
VBBZVSS=OV. room temperature). "Te average power consumption is 1.25
Watts. a little less than we had anticipated.

Plnchnark srlwmlations showed that a %1M nse RISC 1 rins integer C pro-otms faster than a 9-MHZ IAPX-286. 10-MH% NS 16032, 12-MHz 85000. or 18-MHzO HP]YOM0CPU.

Me also tested the RISC II instruction cache [2]. a 48.500 transistor NMOS
chip (the largest chip we have built so far). The instruction cache also worked
on first silicon. Agam Ousterhouts Crystal program was used to verity the tim-
Ing of the cache. and again its usefulness -was proven. It uncovered one perfor-
mance mistake - the ratio on one gate was 4/1 instead of 1/4 - which would
have stretched a 70 ns clock phase to 700 n When teting the corrected
dsign., the fastest chip was found to have -a 250 ns acoess time with a 480 u
uyle. Lim (VDD ,SV mOV. rI1 LeuqperaLure). umunpuring favoraly
with the projected 400 no time. The instruction cache is thus compatible with
the 500 ns RISC 1I CPU. The average power consumption was 1 Watt, less than we
aqwaotod.

There were several new ideas in the cache chip, including one to improve
yield. Caches already have a bit per cache block, used on power up, that indi-

ates Invalid data. We added an exa invalid bit to put blocks Into a permanent
"invalld' state If they were found detective. 'We tested 13 chips: the new Idea tri-

In tbe last 6 months several papers sponsored by DARPA have been repub-
abed [I] [4] [5] 6). We also saw the announcement of the Pyramid minicorn-
oter, hefirt commercial computer to use Ideas we developed at Berkeley.

(1) MN.G.H. Kateveris, ILW. Sherburne. D.A. Patterson. and C.. SquWr "'The
RISC II Micro-Archtecture,'. VLSI 93 tm 'remce. Trondhin Norway.
(August IMS).

* ",, (2) D.A. Patterson, P. Garrison. M. Hill, D. Lioupis. C. Nyberg. T. SippeL and K
Van Dyke: "Architecture of a VLSI Instruction Cache for a RISC." Tenth

4.
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hnuaal SVnpo=[wn i Cbuwqndr A'lditct"e, June 14-15. 193, pp. 10.-

(3) "Microprogrmmi." D.A. :Patterson: S cwdlc hutlcaw Offprt 3132
W.IL Freeman and Company. New York, N.Y. 1983. (Appeared originally In
A-4RaWCAO &eficaa Vol. 248. No. 3, March. 193, pp. 36-43.)

(4) P. Hansen, A. Linton. I. Mayo, X Murphy. and D. Patterson: "A Performance
Evaluatlon of the Intel IAPX 432." Adia ned I o uwz. (Edited by
Amar Gupta and Hoo-min Toong) IEEE Press, New York. N.Y.. 1983. pp. 242-

'. 252. (Appeared originally In bmp .ter khoiteatw NOma. voL 10. no. 4.
Jume 15, 1982, pp. 17-26)

(5) DA. Patterson and C.H. Sequin: "Design Considerations for Single-Cbip Com-
puter ot the Future," AduMnced Mveiprocemsrs. (Edited by Amer Gupta
and Hoo-min Toong) 3EEE Press. New York. N.Y.. 1983. pp. 269-27.
(Appeared originally in IEEE Jbtaiwi of Soli-State Ckvcuis, VoL SC-15, no.
1. pp. 44-52. IEEE 7wmsacttaa on Qwbnmpers. VoL C-29. no. 2. pp. 105-118.
Joint Special Issue on Microprocesuors and Microcomputer. February
1900.)

(8) CAH Sequin and D.A. Patterson: "Design and Implementation of RISC I,"
W1 ,cfitsctmf (Edited by B. Randel and P.C. Treleaven) Prentice Hall
International, Hertfordshire. England (June 1963). (Appeared originally in
Phodbtg Awwed Course on VLSI Ac~tecgwa niv. of Bristol, -
land (October 1962).)

(7) Y. Tamir and C.IT. SeTin: "trategies for Vanaging the Register ile in
RISC , scheduled for publication In IXEE 7 ,na. on CQxputerr, Nov. 1983.
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L3 mmunleti Comp1e0t1 For ault pu seMC Sequin)

We have studied an approach to supercomputers that Is particularly suited
fr Implementation with VLI technology. It relies on a large pool of single-chip
computers that operate concurrently on many subtasks of a complex problemn
Multiprocessors. in the past, have often fallen short of the expected perfor-
mance because of a lack of Interprocessor communication bandwidth. As the
umber of computers in the system Is Increased from a few tens to several hun-
dreds, communicaton will become even more of a bottleneck unless the system
is planned In such a manner that the available total bandwidth grows automati-
cally with the number of processors In the system. This research produces
guidelines for the construction of VLSI communication components for this
frsmwrk.

The approach studied in detail concerns a "communications domain" of
arbitrary topology created from VLI components linked by high-speed dedi-
cated links. It is shown that the power limitations of the individual chips make it
advantageous to concentrate all available output bandwidth Into a few ports with
maximun bandwidth. These components would also have the built-in facilUties
for low-level functions such as handshaking, buffering, and flow control. so that
the Information packet or the block of data to be transmitted Is the lowest prim-
itive the system builder needs to be concerned about. The design of such
modular VIM ommunications components Is being investigated. cost-estimates
in terms of the number of devices needed for their implementation are per-
formed, and the trade-offs in the various design parameters are analyzed.

L& MdveL UgkIRM4h formono* kcbitectures (B. Baden. L DeqiiaWn

The firt phase of our investigation into the use of functional languages for
array processing culminated in a presentation at COMPCON '83 [3]. At COMMCON
we reported on our experiences with our own miplementat.ion of %ekuvl' fune-
tlionel laneuag JP f 1]. (Berkeley FP is now available on the latest releae of
BDrkuley UNe[2]. We found tha. while FP Program Fownin £peratlan
(PFO's) were a powerful facility for expressing concurrency, their generality was
severely diminished owing to the lack of user-definable PM's. As a result, user-
defined program building blocks could not be re-used for applications related
their original purpose. FP programs tend to be data structure intensive owing
to a lack of data abstraction facilities. Le.. the programmer must pay undue
attention to the low-level representation details. Since FPs semantics are
strict. all intermediate results must be fully evaluated before being passed on to
their enclosing expressions. This is unfortunate, as sometimes It is convenient
to defer a complete evaluation: either to allow for infinite streams of data. e.g.
1/0. (se for example Henderson and Morris' work on lazy evaluation [9]) to
admit InfinIte expressions into the language [13] (a powerful programming tech-
nique), or to exploit some well-known optimization techniques (see Gulbas and
Wyatt's tretment of delayed evaluation in APL [0]). Finally, we found that FP's
ambiluous treatment of errors coupled with Its strict semantics made exception
handling impossible and debugging difficult at best.

We have developed our own functional language, called XBA, to provide the
abstraction and error handling facilities that a functional language must have to
be practical XBA has strict semantics, lending itself to a lazy implementation.
The language is based n part on Turner's functional language XRC [13]. All
Informaton is treated uniformly in XBA. hence, the programmer may define his

*. ,. -', .. .-..--,W. ,,.*. ..- ,,,,+- . .. . , . .. .. . .. . . . . .. .., . .- .. •. ,. - -% - - ' .*.' - .
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ow P7e's (they are just functions of functions) and error values may be mani-
pulated a, say, numbers would be. A simple data typing facility Is rovided.".\Pascal-like structural type definitions and optional type declarations bA is not

. ' strongly typed but .-declartions help the compiler generate faster code). In
addtion, PROLOC-ike argument pattern matching is provided.

We have found that XBA is better suited to writing concurrent software than
VP owing to its abstraction facilities and to Its uniform treatment of information.
As a result machine independent code Is easier to write and software Is generally
reusable. In addition, the adoption of non-strict semantics lends itself to a
natural treatment of 1/0 and to optimizations that avoid temporary storage.
unnecessary computtos, or both.

As we have compiled XBA we have Investated applicative instruction sets
based on the work of Turner and others [12,4]. Turner has reported on a combi-
natory representation for XRC programs. La.. one that contains no bound vari-
ables. Besides constituting the 6rst truly applicative instruction set the
representation also brings Into belr! the notion of compile-time in the imple-
mentation of functional languages These languages tend to be executed Inter-
pretively). The combinatory representation blurs the distinction between com-
pile time and run time; indeed, some function calls can be executed at compile
time to reduce the number of run time procedure calls (traditionally. this in
done with macros). Also, combinatory code Is dynwnc alU se*f-6mproJhn Le.,
on-the-fly code generation Is unnecessary. We conducted an extensive (and as of
yet. unpublished) survey on the topic, concluding, that like data-flow implemen-
tations. combinatory ones Impose a prohibitive overhead on task partitioning
and scheduling, particulurly an the sorts of array computations in which we are' interested. Although some of this overhead can be removed using newly pub-
ished data flow analysis techniques (10] it will be necessary to provide array
facilities as primitives If such an Implementation strategy is to be at all feasible.
That brings us to our present research effort.

Currently we are investigating the design and Implementation of array facil-
ities for XBA. In this context XBA will be used as an abstract notation to
describe the semantics of the facilities, rather than as a concrete language.
This approach ensures that our results will be applicable to a wider variety of
implementation styles than If we chose a concrete syntax for the language (eg..
the facilities could be implemented as ADA packages and a special preproces-

a.. sor).
The use of the proposed arry facilities, coupled with the availability of

P70's, encourages the programmer to favor sty/sd, e.g.. patterned array
accesses over random, low-level ones. This level of data access lends itself to a
simple, efficient implementation strategy for generating and manipulating
memory access patterns (see for example the work of Guibas and Wyatt on com-

. piling APL [0]). In the first ease, computations may be partitioned amongst
replicated resources rapidly, and, in the second, data access patterns may be
tuned to to take advantage of particular hardware structures (e.g.. vector regis-
ters In the Cray). obviating machine-dependent code. The memory system
design supports multidimensional rallel accesses (see Lawrie and Vora's work
an the prime memory system [I 1) and localized address computations. In toto.
th combination of low-overhead task partitioning and decentralized address

omzputations make applicative architectures (e.g.. either reduction [5] or
d~taflow rmuch more attractive for array processing than they has been In

e past M.
Our final goal is to provide a complete specification of the array facilities

q , along with the memory system design. The design of the array facilities will take
. precedent over the memory system design, so simple assumptions will be made
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omerning the design of the processr-memory Interconnection network. 'The
Inal design will be evaluated through sinuilation to determine, for instance, the
sie and numbers of memories. We are meeting regularly with mathematicians
and computatonal physicists to determine a reasonable set of benchmark pro-
grams with which to drive those simulalons.

In sum we have determined the appropriate features required of a practi-
cal functional language for array processing: concurrency, abstraction facili-
ties, error recovery mechanisms, and non-strict semantics. We have developed
a language that meats these requirements and an implementation strategy to
overcome the "won Neumann bottleneck."

n.h9.

(1) John Backus. "Can Programming be Liberated from the von Neumann
Style? A Functional Style and its Algebra of Programs." £xnm. ACM 21, 8
( ( . 1978). 813-841. I977ACM 7UribV Auard IUachwe.

(2) Scott ]. Edin, Dmer&.AI FP [Aw * mWmuL. Rev. 4.1. Univ. of California.Berkeley. CA. Dec. 1982.

(3) Scott B. Baden and Dorab L Patel, "Berkeley FP - Experiences with a
Functional Programming Language," Co. Rec. CQMPCON 'W San Fran-
cisco. Mar. 193.

(4) F. Warren Burton. "A Linear Space Translation of Functional Pro-
g.,sn, to Turner- iombinmtora," htfo. Proessn. rattesn 14, 5 (23 Jd.

4 (5) John Darlington and Mike Reeve "-AU A Multi- Processor Reduction
Machine for the Parallel Evaluation of Applicative Languages." Proc.
CoV Pumctional Ijguager ad C ujter tkutecture Portsmouth,
NH, 1961. 6-7.

(6) Jack B. Dennis, Guang-Rang Gao and Kennoth W. Todd, "A Data Flow Super-
" computer," MIT Laboratory for Computer Science, Mar. 1982.

(7) D. D. G&Jski. D. A. Padua and D. J. Kuck. "A Second Opinion on Data flow
Machines and Languages." Computer. Feb. 1982. 58.69.

(8) Leo J. Guibas and Douglas X Wyatt. "Compilation and Delayed Evaluation
In API," Proc. &h.POP& l 17.

(9) Peter Henderson and James Morris. "'A Lazy Evaluator," PIoc. 3rd POPL,

(10) Kent Kerlsson. "An Outline of the Sky Reduction Machine," Report J1981-
02-03. DepL of CuupuL &uL. Unlv. of GuuLuburg. GuiLuborg. Sweden. 1982.

(11) D. Lawrie and C. Vora, "The Prime Memory System for Array Access,"
Paoc. Intl. CoV. vu , 'wauUl Process6. Aug. 1960. 81-67.

(12) David A. Turner. "'A Now Implementation Technique for Applicative
languages.'0 SoJ'twe - Prache ad AEuperience 9 , (1909). 32-49

(13) D. A. Turner. "Recursion Equations as a Programming Language," In
Pamctiod a 5to tn wd Ja /i attonI, 3. Darlington. P. Hender-
son and D. A. Turner (ed.), Cambridge Univ. Press. Cambridge, 1982.



i

9%

,4. Orcult SEmulation D. G. esserchminiu)

Code generators for LU decomposition In a SPICE circuit simulator running
an a multiprocessor architecture have been completed. These have been run on
a muzUprocesbor simulator, and their performance evaluated. As expected.
because of the 1/0 bound nature of this computation, the performance was
found to degrade significantly as the interprocessor communication delays
Increase. Subsequent work has concentrated on Improving the performance by
designing scheduling algorithms which take into account Interprocessor com-

, munication delays. Two types of heuristic algorithms have been developed. local
optimization and global optimization. While the latter take significantly more
computer time to execute. and may therefore not be practical in a production
circuit simulation environment, they show approximately double the speedup of
the local optimization algorithm and thus serve as a basis of comparison. A
Ph.D. thesis and a couple of papers are In preparation describing this work, and
will be available in the next quarter.

An exanmination of digital altering In a parallel computational environment
has yielded a significant and surprising result. The goal has been to find an
implementation approach for digital Alters which would have the property that
an arbitrarily high sampling rate could be achieved with a fixed speed of
hardware by applying parallelism with only local interconnection. It is obvious
bow this can be done for non-recursive fliters. but the surprising fact is that it
can also be achieved for recursive filters, where the feedback destroys speedup
by pipelining. A PIhD. thesis and paper are also wnder preparation on this topic.
Work is continuing on understanding how practical constraints (such as pin I/0

GO limitations) limit the smpn rate.
Processor Interconnection topology and routing algorithms are continuing

to be pursued. Automatic generation of topology from traffic statistics has been
implemented using a clustering algorithm. Measures of interconnection
hardware comnplexity and speed performance are being developed in order to
evaluate alternate Interconnection topologies. Routing algorithms which
effciently exploit a given topology are also being Investigate&.

In cooperation with Professors Newton and Sanglavanni. ways of obtaining a
hardware multiprocessor machine for experimental work are being pursued.
This is important, as we expect that not all practical constraints can be
uncovered by software simulations.

* !
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&.1 VIsMi Tol. Distrbution (5. Ousterbout)

Our =ew tools tape went into distribution on April 1. Since then. approzi-
mately 35 copies of the tape have been sent to university and industrial labs In
the U.S. The new tape contains about 25 programs. Including several new pro-
grams (Lyre. Crystal. Pa end Tpeck) as well as updated versions of older pro-
grams such as Caeser. Clfplot. and Mextra.

23 C"" vf.ion P. Ouitwbat)

DurWg the spring and summer of 1983. most of Crystal was re-written. The
algorithms In the new version are simpler, cleaner, faster, and also more general
than the version 1 algorithms (experience Is a wonderful teacherl). Whereas ver-
sion I had built-in notions about transistor typos and could only handlc nMOS.
version 2 is table driven. so that users can define new transistor types. Version
2 bas already been used for both nMOS and CMOS designs, and is slightly faster
then version 1. In the summer of 1963. work was begun to upgrade the transis-
tor models to include second-order effects due to waveform shape. An initialOimplementation has just been completed. but its accuracy has not yet been
tested.

24 Cadt-A New IC Layout Sytm (J. Ousatout)

We have undertaken the development of a new IC layout system ealled
Caddy. The system has three overoll goals, based on problems experienced with
mar earlier systems. The first goal Is to integrate design rule and circuit infor-
mation Into the layout editor in order to provide incremental design rule check-
I"s and circuit extraction. This additional expertise will permit interactive com-
paction and stretching of layouts. The second goal is to move away from fabrica-
tion details by eliminating the need for designers to specify Implants and wells
md contact details explicitly. These layers will be generated automatically by
the system (the result is much like "sticks" except that It is fleshed out). The
third goal is to provide interactive semi-automatic routing aids. In this respect.
our goal is not to invent new algorithms and paradigms, but to find powerful
ways of embedding existing techniques into an interactive design environment.

Initial discussions were held in the Spring and Fal of 1952. during which the
underlying data structures and algorithms ("corner stitching") were developed.
Between January and April of 1983 the basic structure of the system was
designed and Implementation was begun. A bare-bones system with about the
functionality of Caesar (but with corner-stitching as the underlying data struc-
ture) became operational in early April 1983. and has been used since then in
the layout of the nM(S SOAR microprocessor. During the spring and summer.
design was completed 'or compactlon. stretching, design-rule checking. routing.
end multir q wind, . The window facilities are now in the final stage of debug-
gi ; oompsat n. Ateting. and design-rule chiecing are partially imple-
mented; an(4 (he routing implementation (based on an extended version of
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3vut's greedy channel router) is just beginning.

(1) RLN. Mayo, J. Ousterhout. end W.S. Scott. eds: "1983 VLS Tools." Technical
Report No. UCB/CSD 83/115, Computer Science Division, University of Cali-
fornia, Berkeley, 1983.

(2) LK Ousterhout: "Corner Stitching: A Data Structuring Technique for VlSI
Layout Tools," IEEE 7 war.t am an Ctmputar Aid Dl n / of M t te dgrutd

. Cb~vs an #e Wu to aper.(3) J. Ousterhout: "The User Interface and Implementation of Caesar."

Technical Report No. UCB/CSD 83/131. Computer Science Division. Univer-
sity of Califoria Berkeley. 19M3.
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Z4. 1ntltate Machine Syntbeis (ILNeuton. A. gng -

Sequential circuits play a major role In the control part of digital systems.
We addressed the automated synthesis of sequential logic functions in a struc-

- tured VLSI design methodology. We considered sequential logic functions Imple-
mented by synchronous deterministic Finite State Machines (FSM) consisting of
two distinct components: a combinational circuit Implemented by a Programm-
able Lofic Array (PIA) and a memory implemented by Delay-type registers.

In particular we considered the problem of assigning binary codes to the
Internal states of a TAhite State Machine. The literature is rich in papers dealing
with the state-assignment problem. Here we refer to the major approaches only.
Armstrong Introduced a set of criteria for encoding states, aiming at the minim-
lzation of the number of gates used to implement the FSM and formulated the
encoding problem as a graph embedding problem. Hartmanis. Stearns and Karp
developed algebraic methods based on partition theory and on a reduced depen-
dence criterion. Dolotta and McCluskey suggested a "column-based" procedure
to code states. Note that despite these efforts, to the best of our knowledge no
tool for designing M Is in use today for a time-effective state encoding of
industrial digital controllers.

Armstrong's approach can in principle handle rather large machines. but it
ban three serious drawbacks. The first is related to the fact that the criteria sug-
gested by Armstrong do not take into account the techniques of fast heuristic
logic minimizers such as MINI. PRESTO. or ESPRESSO-f in use today (Armstrongs
paper appeared before the work an heuristic minimizers started). The second isO that the state-assignment problem is transformed into a particular graph-
embedding problem, which represents only partially the state coding problem
The third is that the graph embedding algorithm suggested by Armstrong was
ineffective.

Our approach Is based, as Armstrong's, on the use of distance relations
among the codes of the internal states. We showed in [1] how the combinational
logic can be reduced by requiring state codes to satisfy appropriate distances.
Distance requirements are determined by predicting the effects of heuristic
minimization of the combinational logic related to a symbolic description of the
FSM, and are represented by a graph. In particular it is shown that a convenient
reduction of the combinational logic is obtained if the distance between some
state codes is large enough and appropriate states have adjacent codes.

We considered the problem of assigning codes which satisfy the distance
relations. Adjacent code assignment can be seen as an embedding of an adja-
cency graph into a boolean hypercube. Armstrong and Saucier represented the
state assignment problem as a subgraph isomorphism problem, where a one-to-
one relation (coding) is sought between the set of the states (vertices of the
adjacency graph) and a subset of the boolean hypercube vertices (codes). Note
that even questioning the existence of a subgraph isomorphism is a hard prob-

=Le In particular it was shown to belong to the class of NP-complete problems.
Sinee such an Isomorphism may not exist. Armstrong and Saucier relaxed some
adjacency requirements and proposed heuristic techniques to embed a sub-
graph of the adjacency graph into the boolean hypercube. Note that a distance-
Spreserving embedding is not even guaranteed by augmenting the dimensions of
the hypercube, Le. Increasing the length of the state codes.

Our approach exploits the use of dc conditions In state codes. In particular
evry state Is coded by associating each vertex of the adjacency graph to a sub-

.* . cube of the boolean hypercube. This Is equivalent to embed the adjacency graph
. . into a squashed hypermube, Le. a hypercube having appropriate faces squeezed



Into vertices. Note that most of the state assignment techniques presented in
the literature obtained a state coding using the minimum number of bits,
because It was important to minimize the number of memory elements due to
their cost. On the other band, the area taken by the PLA is the major concern in
a MS circuit implementation of a Finite State Machine. Minimal area PLA
implementations of the FSM combinational component can be obtained by using
non-mInimal-length state codings i.e. fewer product-terms are often required to
Implement a logic function at the expense of an increased number of
input/output columns. Therefore we allow non-minimal-length state codings

-. when leading to minimal area PLAn. In this case, state coding corresponds to an
a: embedding into a squashed hypercube of variable dimension. However bounds

an code length can be enforced when required by a particular implementation.
Experimental results obtained using this approach on a number of indus-

trial machines has been satisfactory. However, very recently a new technique
based on multiple-valued logic minimization and on the ideas described above
has been obtained in collaboration with Dr. R. Brayton of IBM. This technique has
been very successful in coding Finite State Machines efficiently. improving over

..A manual techniques and over the technique presented above by a sizable amount.
We are presently studying its implications and developing new embedding algo-
rithms.

(1) G. De MichelL A. Sangiovanni-VincentellL, T. Vidla, "Computer-aided Synthesis
of Thite-State Machines" Proc. of ml. Cb f. on CAD 1983. Santa Clara, CAc~)Sept. 19153
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Z&. idalaion Based Crbudt Simulation (IL Newton. SAngovan-

Recently. a new class of algorithms has been applied to the electrical IC
simulation problem. New simulators have been developed at Berkeley (RELAX
and lEIAX2 SPLICE1.6 and SPLICE2) that use these methods and provide as
accurate, or more accurate, waveforms than standard circuit simulators such as
SPICX2 or ASTAP with up to two orders of magnitude speed improvement for
large circuits. These simulators have been used for the analysis of both digital
and analog MOS ICs. They use velaxati methods for the solution of the set of
osdnary differential equations. ODEs which describe the circuit under analysis,
rather than the direct, sparse-matrix methods on which standard circuit simula-
tors are based.

During his period, we studied the numerical properties of the various
methods for the analysis of MOS circuits and we presented them in a rigorous
and unifled ramework in [1] and we improved our relaxation algorithms and
their implementation In [2].

Rextion-besed M-c tri-?ca Siulai has been written to provide a com-
plete picture of the new methods for circuit analysis and we expect It to become
the standard reference for new work on circuit simulation. Both the advantages
and the limitations of these techniques for the analysis of large ICs are
described. Some of the fundamental problems associated with conventional cir-
cuit simulation algorithms as circuit size increases are exposed and the
mathematical basis for the relaxation approach is Introduced. The special
relaxation methods called ttlrn*a swa~nulaon algorithms are described and their
numerical properties are investlgated. Iteruted 7bm*a Analysis. which applies
relaxation techniques at the nonlinear equation level, is described and its con-
vergence properties are proven. The Wmeform laxuaton method, which
applies relaxation techniques at the differential equation level. is presented and
various techniques which can be used to improve its performance for electrical
simulation are described. Future research directions Including the use of spe-
cial purpose hardware for the implementation of these algorithms are
presented.

In [2], we described RELAX2, a new improved version of RELAX, a Waveform-
Relaxation based simulator. In particular, we were able to characterize the con-

4S vergence behaviour of the Waveform Relaxation Method on a class of circuits
which required a large number of iterations to converge. The study of the con-
vergence behaviour has led into the concept of "windowing", Le., of breaking up
the time interval over which analysis has to be performed in sub-intervals so
that the algorithm applied in these sub-intervals exhibits fast convergence. In
addition, techniques for the adaptive error control of Waveform Relaxation have
been tested and improved.

(1) i. Newton and A. Sanglovanni-Vincentelll. "Relaxation-Based Electrical
Simulation". IEEE 71rwa. an Dec. Dow., to appear. SIAM Joawn. an

SSctentiftV and Statitical Cantpu**, to appear, IEEE ?Prts. on CAD of IC
ad t .. to appear.

(2) 5. White and A. Sanglovanni-Viacentelli. '"ELAX2 A New Waveform-relazation
Approach for the Analysis of MOS LSI Circuits" Poc. of Jht. S"p. on Circ.
and SWt.. Newport Beach. Ca., May 1983, invited paper.
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• . IM& 30l- Prpoee Architecturar The Solution of LeiA Scale qyatmn (ZL
, :" Newton. A. ,%ngWWMnni- j-CW"Ql

'The solution of Lasrge-scale linear System of algebraic FEquatios(LSE) is

needed in the analysis and simulation of many engineering systems.
New architectures, in Particular vector computers such as the CRAY 1, have

inspired the design of now algorithms to exploit parallelism In the solution pro-
-. oess. An important example is the program CLASSIE for the simuation of elec-
o4 . tronic circuits. Along these lines. peripheral array processors. such as the
" FPS164. can also be used in conjunction with hosts such as the VAX11/780 to
'i speed up the solution Process. However. this speedup Is not enough to cope with

the problems to be solved in the V era

The advent at VLSI technology haes made the cost-effective design of special
I purpose machies possible. Examples of these machines are the Yorktown Simu-
, lation Engine(YSE) for logic slution and Systolic Arrays Special purpose
, machines have also been proposed for the solution of LSE. M/ost of these

nahies limit the size of the opernd matrix When no size limit is unposed. the
operand matrix has to be partitoned into submatrice of equal sizes. Orly
lohnsson and Pottle treated the related numerical properties. However special
matrix structurs such as the Bordered Block Diagonal Form (BBDF) or the Bor-
dered Block Trianguar Frm(BBTF), commonly expected n engineering prob-
lem. have not been exploited. In [1]. we proposed a now algorithm-architectre
BLOSSOM for the solution of S

' . This architectr supports other matrix operations used as subprocedures0 by block LU decompoition seuch as the multiplication and the inversion of sub-
matrices. We described the hardware implementtion of these matrix opera-
tionis.

" (1) H. Xo end A. Sangiovnni-Vincentelli, " BLOSSOM: an Algorithm and Architec-
ture for th ouinof laurge-Scale Linear Systems" Procedinps of h

, lhtarnafimal(bnfm w-*n an Cbmpdw- J n-/g, New York. Oct. 1983.
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&T1. hkrienai Wire Forplal MM WE Laut (C. nagdo)

Xxisting wire-based layout manipulation systems have tended to do opera-
tions such as cm action an a global basis. compacting an entire layout or
module at a time. VICRD (Wire 1ncremental Compaction, Routing, and Displace-
ment) Is an experimental prototype system to explore algorithms for efcient
Incrmental changes to an existing layout, while still allowing these global opera-
tions to proceed efficiently. The WICRD user model envisions a user sitting at a
graphics terminaL making many small incremental changes to the layout and
only occasionally invoking more global operations. A typical WICRD operation
would be moving a single wire segment a short distance, changing the position of
as few other objects as possible while maintaining the layout topology and con-
nectivity. One of the conclusions demonstraed by WICRD In that global comnpac-
tion may be viewed as a special case of incremental displacement, using the
eame conceptual framework and algorithms.

One of the issues investigated In TICRD Is that of wire representation.
Three classes of wire representations were Investigated. connected skeletons.
fleshed-out geometry, and directed fnite-width wire segments. Skeletal
representations model a wire as a chain of connected line segments. typically
chosen to be the centerline of the wire, with attached attributes such as width
and allowable separation from other wires. They correspond closely to the
abstract semantics of wires, but have disadvantages when used in conjunction
with circuit blocks of &te size because of their lack of explicit geometricalinformation

SFleshed-out geometry models explicitly represent the physical space occu-
pied by the wire material They are a convenient representation for layout rule
checking, but make it harder to keep track of connectivity and other semantic
properties of the wiring pattern. Directed wire segments attempt to combine
the best features of skeletal and fleshed representations by starting with a
fleshed representation and adding explicit attributes to indicate the underlying
wire structure. The wire representation Implemented in WICRD uses this
representation.

The various represetations also lead to interesting trade-offs In the areas
of automatic routing and compaction and in the user interface.

Jeremoee

(1) C.H. Sequin and RI. Fujimoto, XA-tree and Y-components". *& VLSI *vht-
tecthau. B. Randeli and P.C. Treleaven, editors, Prentice Hadl 1983, pp 299-
3M

lbs

(2) . Fujimoto, "VLM Communication Components for MulUcomputer Net-
works", FU Thesis. U.C. Bwe hel. Aug. 5. 1983.
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i. A low Word IaRik RmDO ntoV SYM m (M W. arodersen)

Circuitry contained on one multibus card will be able to recognize 1000
words in real time. On the card are 2 custom LC.'s, an Intel 80180 microcom-
puter and memory. This card is In the final stages of construction.

One of the IC' is a fliterbank chip which was generated fully automatically
from software. This chip implements a 16 channel filterbank with a 112 poles of
filtering, at an Initial sample rate o 14 k].

The &d chip is an enhanced version of a previous design, which performs a
dynamic programming algorithm. The new chip has more parallelism as well as a
number of glue logic functions for memory control which were required to be
able to At the entire recognition system an one board.

-" The 186 performs the multibus interface and will be used in future research
to Implement such things as syntax direction, continuous speech algorithms and
sophisticated training (learning) algorithms.

We are putting this card into a SUN workstation, and plan to use it to incor-
porate speech into a number of applications. The following two sections describe
the two special purpose chips In more detail.

Q 3&2 DYDaMIC Pftgramming iteratled Ourcuit (Ky. kroderuen)

An integrated circuit capable of performing the pattern matching required
to recognizing 1000 words of speech in real-time will has been designed and
fabricated. The chip uses a parallel and pipelined architecture to compute the
Euclidean distance between two 18 dimensional vectors (4 bits per dimension)
while simultaneously executing a dynamic programming algorithm. The chip
requires only a mlminwn amount of external clrcuitry- a clock, memory, and
address latches.

The boundary conditions of the dynamic programming matrix can be con-
trolled, so that the chip is compatible with both Isolated and connected-word
algorithms without additional hardware. No pruning or global slope constraints
are used, thus each frame of the unknown word must be compared to each
frame in the template word memory. Local slope constraints can be applied as a
programmable option. For a one thousand word vocabulary, with 25 frames per
word, at a 2Oms frame rate. 25000 frames must be stored in the template
memory. The processing of a single frame requires that a 18-dimensional
Euclidean distance be computed, as well as a minimization. The chip can per-
form these computations in fOOns, thus all template frames can be processed in
Mm The chip, therefore, not only runs in real time, but can process all unk-
.hwn word frames before the endpoint Is detected.

rMe chip has the following functional units, all running in parallel:
(1) A distance processor that can compute a 4-dimensional Euclidean distance

every clock cycle.
(2) A pipeline accumulator that eums four 4-dimensional Euclidean distances

into one 15 dimensional distance.

A%



(3) A dynamic programming processor that can compute one minimization
ey 4 clock cycles.

(4) An addressing unit for the external template and scratch-pad memories.

(5) A controller for each of the above processors.

The chip is Implemented in a 4 micron NMOS process. has an active area of
s 8,00O square mils. and runs with a 5)4Hz clock.

&.Ll. amputer GeMMted Digital Ilter Banks
.The goal of this project is to allow the system designer to generate digital

Sirter bank chips without performing any circuit design or layout. The circuit is
entirely computer generated and requires about 5 to 10 minutes after the filter
cooftints and filter orgenizations have been determined.

The project has been broken into two parts. First. a pipelined digital pro-
cessor has been designed with a major focus on speed and small size. Also
important In modularity. so that the processors can be easily assembled in
dillerent confguratlons with a minimum of signal routing. Second. programs
have been developed to turn system Information (filter types. coefficients.
nmnber of processor bits) Into completed circuit layouts, ready for fabrication.
To enhance ftdbility, two separate programs are employed. One generates the
micro-code for the processors from the filter descriptions, while the other gen-
rates the chip layout from the micro-code.

A ompleted 16 channel (each channel has a 4th order bandpas filter.
rUctifler and a 3rd order lowpass filter) operating at a 14Kz ample rate, has
been designed and fabricated. Test results Indicate that frequency response
and dynamic range are Identical to that expected. In addition, the circuits

* ~.operated nearly 50 faster than required for the current application. indicating
more complex systems are posible. The program for generating layouts from
micro-code has been completed and chips generated by this program have been
fabricated. The program for generating micro-code from filter descriptions is in
development. The system now has the capability to use one or two processors
and extension to allow 4 processor clrcuits u being added.

2011.10

(1) M. Lowy, IL Murviet, R 1. rodersen. "A Large Vocabulary Speech Recogni-
tion System". roc. of' VSI i Modem 91Vna Pruocusb USC.

(2) T. C. ChoL, RT. Kaneshiro P.R. Gray. . Jett. . Ydcox R W. Brodersen.
*gh Frequency CMdOS Switched-Capacitor Flters for Communications
Applications" 1983 7JW il. So.d Stat Cbuits Ca. Teck Dgest. pp.
246-297.

(3) RD. Fellman,. R W. Brodersen. "A Switched Capacitor Adaptive Lattice
Flitor" ournal of S Nd State Clrcus. IAbb y 1NA pp. 46-W.

(4) T. Cbol. P. R Gray. K Xaneshiro. R W. Brodrsen. "Circuits and Systems
Paper.

(5) H. Murviet . Lowy, D. Mintz, R. W. Brodersen, "An Architecture for a
Speech Recognition System". rech. Digest of ISSCC Fbruawy I963.
pp.11-119.

(6) RD. Fellman. ILJ. Hurst, .L . Brodersen, "Switched-Capacitor Circuits for
Adaptive Flltering and Autocorrelation". Tech Digest of JSSCC. February
19. pp.125-127.
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31 R ad Dusiga Methods for ipalp roc f Circuit (]LW. rodwsann)

A rapid design system Is being Implemented for monolithic Implementation
of signal-processing systems. This Interdisciplinary effort spans the fields of air-

uilt design, CAD software development, computer architecture and digital sys-
tems design.

The circuit-design aspects of this project Involve development of macrocell
libraries In both NMOS and CMOS technologies. These libraries allow signal-
processing circuits to be assembled rapidly, using proven architectural
approaches to signal-processing problems. To a large extent, they are upgraded
versions of cells already used successfully for implementing several signal-
processing functions

The CAD aspects of the project involve developing software that allows
behavioral simulation and automatic layout generation of the target circuit
functions based on a high-level description provided by the designer. The
software system will allow signal-processing researchers to Implement special-
purpose circuits rapidly and efficiently, even if their background In circuit and
system design is rather modest. The efficient silicon area utilization in this sys-
tem far exceeds that of current and proposed "silicon compilers."

Target appplications envisioned Include flters, speech recognition, low-bit-
rate speech coding. image processing, modems, line equalizers, and other
telecommunications functions.

(1) U. W. Drodersen S. Pope, "Macrocell Design for Concurrent Signal Process-
ing". Ceputer Scimnce Press, pp. 395-412.

(2) R. W. Brodersen, 'Implications of VLSI Technology for Speech Processing",
Abstract in Proc. of COMPCON. Los Angeles, CA. February 1963. pp. 645.

(3) Sue Mellers." A Preprocessor for a Speech Recognition System"
, (4) Alan Yuen, "Design of a Sigital Spectru Analyzer"

(5) David Mintz. "An Implementation of a Speech Recognition System"
(6) Ertc DXvies, "Endpoint Detection of Speec for Real Time Isolated Word

Recognition"
(7) Rwuign Esmudl Buys"a, "An IM 7 Pule Lowpauu Swituhed-Cupauiour Fler"

(6) Robert Kavaler, "Clustering Analysis Applied to Speech Recognition"

ID. Them
(9) Tat Cho, "High Frequency Switched-Capacitor Filters"
(10) Ron Feliman, "An MOS-LI Adaptive Linear Predldium Filter for Speech Pro-

Vessing"
(11) Menaham Lowey. "Design Considerations of a Speech Recognition System

Using Special Purpose lntegrated Circuits"
(12) Hy Murviet, "A 1000 Word Real Time Speech Recognition System"
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-.- 31. l'b ae Momeltblc Dlgtato4nalo Vunverter

5," Thi project was aimed at lmprorin the speed and Linearity performance of
t digital-to-analog converters (DACs for use In video and vector graphic

display systems. Existing DAC designs typically employ R-2R resistive ladders
and require tr n to eliminate differential nonlinearity. Also they often
exhibit -harmful "glitches" (transient output excursions) at major transition

-. points due to time delay skews among decoder paths.
A new MOSSIM DAC technique has been developed and demonstrated to

achieve excellent differential linearity and freedom from glitches. [1] A S-bit
eprimental DAC was fabricated in our laboratory using 4 micron silcon gate

OS technology to demonstrate the linearity and glitch Immunity of the new
technique. Overall die size is 2.5 mm by 3 mm. Output settling to 1 in less
than 0 ra was observed. Glitch-free response is observed even with input skew
greater than 20 ns A doctoral dissertation on this work is in preparation.

Rwe, ,n simulLiuon *tudiwv have shuwn LhUL Wrgh use ur mw advaed 3
micron CMOS process ("Berkeley CMOS") the settling time can be reduced to 40
un. [2] Estimated die size with this prooess s 1.7 mm by2.0 mm. Extension to
10 or even 12 bits resolution without sacrifioe of differential linearity or glitch-
free performance can be contemplated by using two levels of cascading to com-
bine output currents.
&4Z On4mad Frquecy RaWerte

Analysis and simulation have been carried out for an on-chip CMOS active
sinusaidal oeillator requiring no external components and having a frequency of
oscllaton which may be set In the range 1 MHz to 5 MHz by a single digital trim-

' ming operation. 3] The intended application of this oscillator is to provide a sys-
" tern clock for VIM computing or communications components, eliminating the.1 need for external RC or LC elements Frequency stability comparable to crystal

oscillators cannot be expected.

The proposed oscillator is omposed of two CMOS operational amplifier
Integrators connected in a closed loop. Frequency trimming would be by means
of a digitally-adjusted bias current source. Oscillation is initiated by normal
thermal noise and reaches steady-state within 10-50 microseconds. Compared
to relaxation oscillators. this sinumidal oscillator may exhibit smaller timg
j itter because the period of cscillation is determined by integration.

Simulation studies show that a 5 MHz aecillator with 10-15X harmonic dis-
tortion can be achieved with about 5 mW of power in a 3 micron CMOS process.
Assuming that a suitable temperature-compensated bias current source can be
:desned, frequency stability better than * 20 over temperature and supply

voltage variations should be achievable.
.. ow

(1) V. W-C Shen & D. A. Hodges. "A 60 s Glitch-Free NMOS DAC." ISSCC Digest
of 7bWc Pe,. 13. pp. 1819.

(2) K Hlrota. "CMOS 40 ns 6 bit Digital to Anaog Converter." M.S. Plan II Report.
University of California, Berkeley. Aug. 1983.

(3) F-R Len "CMOS Sinusoidal Oscillator." M.S. Plan 11 Report, University of Call-
fornia. Berkeley. Aug. 1963
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4,1. Bded Tbiloqgy (C. Hu. R&. Mullr. R . Bmdwm

4.1.1. Thin Oxide Uudim
In April. a paper on the theory of oxide tunneling conduction 1] was

aresentad at the Internatmna Conference on Insulators on Silicon In Holland by
a sLudenL The cowzrunt pld for i travel expnmwus. AnoLber pnpr on thin
vaide device degradations was presented and published in the proceedings of
Dectrocbemical Meeting in May [2]. Later in June at the Device Research
Conference. we preeented a paper on ozide charge transport [3]. Some novel
h*henomena of deep depletion regions being created or destroyed by charge tun-
seling through thin oxides appeared In the August issue of Bectron Devce
JAtter [10]. A comprehensive paper of our study on the 100 A-gate MOSFET
deoradations was submitted [11]. Two abstracts have been submitted to the
1903 International Electron Devices Meeting - one dealing with impact ionization
by tunneling electrons [14] and the other dealing with a comparison of device
degradations Induced by hot electrons and by tunneling electrons [15]. Fnally.
Professor C. Hu will present an Invited paper on this series of studies at the 1953
ZEE Interface Specialist Conference In December 1963. in Florida.

In the next 6 months, emphasis Is expected to shift to the phenomenon of
time-dependent-dielectric breakdown - a ieading reliability concern end chal-
lenging puzzle. Work will also begin on new dielectrics such as oxide-nitride
Seombinations.

4L1.3. FiL LeCtren Mli
4, The pace of this fruitful research in this area continued. A paper on MOS-

FE characteristics near and beyond breakdown appeared in IEEE 7b'w. ec-
tToI Devices in June [4]. To published the first report on hot-electron orrents
in 0.14 pm channel VOSMT (and our Todel worked very well for that. hannel
length) In June 15]. The study on punchthroqgh voltage appeared In September
"A" orer trut w amh Uauumeuuul p ulgrphbkig of iught ini_' s truin Si
S -Fs and 1mentary conduction under certain bias conditions L9]. A com-
plete report on the channel hot-electron Injection was submitted L12]. Light
emission was also observed from forward-blas PN junctions [16]. The data and
theory of bremstrahlung radiation from Si MOSF7' has been submitted for pub-
Ioation [17]. Finally. Professor C. Hu will give an invited paper on this research
at the 1963 International Electron Devices Meeting. A spin-off of this research is
a model of the feedthrough voltage in switch-capacitor circuits 18 13].

One &res of future work will snphuia new sLructures that itiim t -
electron effects. Another project is concerned with obtaining a detailed picture
it the effects of bot-carrier transfers on the valency and density of interface
gtates. We wre studying a modified charge-pumping technique that promises to
permit the determination of several important Interface-state properties.

(1) C. Chauig, C. Eu. RW. Bruderwa. "Direct and Fowler-Nordheim Tunnelitg in
Thin Gate Oxide MOS Structures". In n tiowna en e on Insdatha
Minms an Siicon (INFOS). April 1983. Proceedings to be published by North

.., ., Holland Publishing Company.
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M3 C Chang. X &. Liag Q. Hu,. R . Brodersen. "ChargeTeig ad Impact
an 1ib Oxide Devic Reliahlli'y." ectrocheikatMU Socueiy Nhut&ng. May

* . uIM pp. S so-s.
(3) C. Chang. ILW. Urodersen. C. Hu. "DirectTunneling In Thin Gate-Oxide Device

Aiability." Duke Reseach fsmlme. June 1963.
(4) 1. C. NU. ILS. Muller, C. N%. "A Siz191ed Model of MOSITh in the Break-

down Mode," IEEE 7Vwuw dmwon oi ectrosna ukes. July 198 pp. 571-578
(5) Tam. F.C. Hsu. C. Hu. U.S. Muller. P. 1o% "Hot Electron Currents In Very

Shurt Chnnel MOSFEMS" /EE Aketc 1 DSIDICU Lette, July 198& pp.
249-251. F.C. Hsu, C. Hu ILI Muller. "A Model of Punchthrough Voltage."
W fmancfttw4 on Z ectmvs Daus. September 1983.

(5) C. Hu. A Ne. euther K TerIL "Computer Analyids of Alpha-Generated
Charge." to appear in &ImSw tionol Jmwnai @1 Sof d St te Beatrowus,
November 1963

(7) C Hu. BL Sihu. "Modeling the Switch-Induced Error Voltage an a Switched
Capacitor," IERM rmU and Stnetma Letters. September 1963.

(8) F.C. Hsu, C. H&u P. Ko. ULS. Muller, Tam 'Spatally-Reuclved Observation
of l ght Enlission from S MOSFIYS." submitted to IEEE l ctvon Dee
Lelters.

(9) C. Chefg. C. Hu. US. Liang. RW. BrodersmT. Yeow, "Creation and Termina-
tin of Deep Depletion by Charge Tunneling." IEEE Rectanic Dswc e
letters. August 13.

(10) C. Chang. C Hu, K.S. Liang. U V. Drodere "xMOSr Dqradations Due to
Stressig of Thin Oxide." submitted to IEE Thwwoutsun an Ashfranic

(11) C. Hu. P. Ko .IUm Luky Electron Model of Channel Hot Electron mice-
tion in MOSFETS." submitted to IEEE 7ftemtons on ABctrodc Devices, C.
Hu. B ShR "Switob-Inuced Error Voltage on a Switched Capacitor." sub-
mitted to IEEta eo Sd Stab C,/at-.

(12) . W. Brounwu C. C e C. HuM. S. LumP g "Cuarrier Tuneling- RuiLUod
, E Oects In Thin Oxide tO 1ETs," submitted to anotlionis Avctroy Dat -

icas Aketing.
(1) &W. Broderen. C. C. H u, US. UEsng "Hot-Carrier Induced Degrada-

tions in Thin GaeU rs. . submitted to ftevmtattanal Debo Dewica
f. Meeting.

(14) C. Hu, T. Ong. I. Tam. X. TWrrlL 'light Emission from Forward-Biased PN
Ai10o" submitted to IEEEct* Deovoi kie Lett ers.

(25) C. Hu. S. Tam "Hot Electron Induces Photo.Cerrler Generation in Slicon
MOSME9" submitted to imE Transactions on Electronics Devices laetter.

(16) B. She%. C. Hui "Switch-Induced Error Voltage on a Switched Capacitor".
submitted to IEEE JC.
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4.L brkbq Avanced 01 0 (I. 6- rethr)

The fabrication and testing of the tst set of devices with the Advanced
. inBerkely CUOS process has been completed. The p-channel devices threshold

,was not sufficlently negative to turn the devices off. The n-channel devices
Sd as expetedL Weo p-c bannel threshold problem was traced to a malfune-

tie. of the POC15 doping which bad to be repeated after a cleaning etch. This
. etch reduced the poly thickness to the point that the source/drain implant was

unt adequately masked. This problem has been corrected on two runs in pro-gmes. Part of our present effort -In to bring up this process on V" waters In our

aew mlcroelectronics laboratory which is more suited to exploring design rule

*-4& SMulation Aid Wr Viewng Wafer rpopaph 1f o LayoVa (A.

'The object of this projact Is to develop an IC design aid. S1MPL (SLu-
lated Profiles from Layout). 'which gives the cross sectional view of the waler
topography and doping profile associated with the layout on a graphics editor.
This simulator will complete the computer aided IC design sequence by linking
te layout program to th4 topography aimulator, SAVPI.F and its associated

4 post processors for determing electrical parameters.
The first level simulator. LI Is now running in "C". Results for CMOS

n4 Bipolar processes ar descrled In the attached abstract which has been
accepted for presentation at IEDM in December. SIMdPLl quickly calculates the
approximate cross sectional view of the wafer at any step in the fabrication pro-
cess. In order to make the simulation fast, SIMPLI approximates all features
as rectangles and has simple models of devtc:physics. The simulations provide
iu•al ve~rfl~eation of the ayout and the effects of each proces step. The

-o-m-&simulation of a UCOS inverter rums In 5 sec. on a VAX 11-

'The second level simulator. . PL2. will employ more process parame-
ters and give a more realistic cross sectional view using the string model for
profiles. The optional direct call of SAMPLE from SIPL2 will be implemented
otr the accurate topography simulation. 'he conceptual design and implemen-

* tation of SIMPL2 is now under study.

o'.C..
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4.,4. £Mumlnuu/Suiooa Contact lectromgratan and Contact edsitvity Nsw-
.- emnt ntCV.Q am)

The failure of AVS contact due to current stress is being Investigated. As
device geometries scaled down, the density of current flow through conductor is
Incresed, henoe, aggravates the occurrence of electromigration. Two types of
failure have been observed, one Is contact leakage/spIking which is due to high
silicon solubility in aluminum and eleotromigration, the other is aluminum line
Vpening which is due to aluminum electromigration. Other refractory
metal/kilicide to silicon contact is also being considered.

Special attention has been paid to design the testing apparatus In such a
Y. way that chip temperature rise due to local heating is eliminated and constant

temerature throughout the chip in assured. A IBM personal computer is also
cent the controller to perform automatic stressing, resistance and leakage
current measurement data analysis. etc.

The location of contact failure site is dependent on the contact current dis-
tribution which. in turn, depends on contact resistivity and geometry. A study
on contact resistivity measurement is also conducted. A model using conformal
transformation is adapted to study current distribution along and below the con-
tact. A novel technique which would yield uniform contact resistivity while

X ... preserves electronigration resistance Is also being considered.

.(1) mL aerounan, . G. Oldhem, "Threshold Shift from As-Implantation of
(1) SiO. Proeadinga of the JwMi troamwnii1 SoIAfa nting. May 1983 San

Francisco.
(2) IL Xazerounian, W. G. Oldham. "CODMOS A Depletion Device Usfi Fixed

Oxide Charge", prseuaed at Bwdke Rmrch 4 ram.e. June IM983, 0-

&IL Ueflcatin of Katem Coftt with I= Bea, (N. Q,=,=)

The objective of this projct is to investigate the effects of ion implantation
oan the electrical and metallurgical properties of metal-slticon contacts. Both
silcide forming and non-sUicide forming systems are being studied.

Arsenic Iong have been Implanted through thin metal films to doses on the
order of 10E14 to 10E1S cm-Z. The high dose Implant is used to simultaneously
intermix the metal-Si interface and heavily dope the interface slcon. In the
simple Al-Si eutectic system, we have observed that interface mixing enhances
the uniform dissolution of Si into Al. which minimizes the Al pitting into shallow
Si, Juctions due to subsequent annealing. In suicide forming systems, such as

. 2SIV im beam mixi has been shown to promote suicide formation at reduced
temperatures. The sheet resistance of the Sl substrate decreases due the peak-
=in i Implanted dopants at the metal-Si Interface. However. the Implantaton
inreases the contact resistance by a factor of Ave.

The effects of ion beem mixing on contact electrical properties are deter-
mined minig a test vehicle that contains patterns for measuring the contact
resistance ind Schottky barrier, height of contacts ranging from 30 to 1.5
microns square. Metallurgical reactions are monitored usitn Rutherford Back-
scattering Spectrometry and SIX


